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ABSTRACT 
The primary motivation behind developing an automated method for gender and age detection in humans stems from its crucial 

role in pattern recognition and computer vision. Beyond age and facial emotion detection, it holds significance in various 

applications within computer vision, particularly in non-verbal communication methods such as facial expressions and hand 

gestures, which are integral to human-computer interaction. 

While considerable research has successfully advanced computer modeling of age, gender, and emotions, it still lags behind the 

capabilities of the human vision system. In this project, we propose an architecture for age and gender classification utilizing 

Convolutional Neural Networks (CNNs). Our model demonstrates superior accuracy in both age and gender detection compared 

to other classifier-based methods. Additionally, for modeling human emotions, we aim to predict emotions using deep CNNs to 

enhance future marketing strategies. 

We employ the Viola-Jones pre-processing algorithm to extract features from images, which are then fed as input to the CNN. 

The results of the detection process are presented to the user through a well-designed user interface. 
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I.     INTRODUCTION 

Age detection from images plays a very vital role in human 

and computer vision which has wide range of applications like 

forensics or social media. It can detect other biometrics of 

human and such as age, gender, and emotions. Wide researches 

are conducted already to detect age using facial features. 

Various public standard datasets can be used for a realtime age 

detection which helps public performance comparison of 

desired methods. As a result, a loads of active researches has 

been done, with several recent works using the concept of 

Convolutional Neural Networks (CNN) for extraction of 

features.  

Facial expressions can be recognized using non-verbal 

communication between humans, along with the interpretation 

of facial expressions is being widely studied. Facial 

expressions plays an important role in human interaction, 

Facial Expression Recognition (FER) algorithm with the help 

of computer vision helps in applications such as human-

computer interactions and data analytics. 

 

Figure 1: - CNN architecture 

 

II.     LITERATURE SURVEY  

Our exploration into the background commenced by delving 

into research papers and online blog posts relevant to our 

topic. One notable research paper introduces a novel 

framework for facial expression recognition utilizing an 

attentional convolutional network. Attention proves crucial in 

detecting facial expressions, enabling neural networks with 

fewer than 10 layers to rival much deeper networks in emotion 

recognition tasks. Despite successful face recognition, 

challenges persist due to factors such as illumination, pose 

variation, facial expressions, and facial components like 

eyebrows, nose, and mouth length. To address these, the 

researchers utilized the Dlib library in OpenCV to handle face 

recognition tasks, employing methods such as Adaboost for 

feature selection and the Viola-Jones algorithm for Haar-like 

feature extraction, which are then fed into a CNN model for 

processing. Their deep model underwent training on a vast 

dataset comprising four million images for face recognition 

purposes. This model serves as the foundation for our facial 

attribute recognizers, which are further fine-tuned for tasks 

including apparent age estimation, gender recognition, and 

emotion recognition. We collected images from various 

sources, amassing over four million images encompassing 

more than 40,000 individuals for facial recognition. Each 
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image is labeled with gender, and the data is annotated with 

emotions. These images undergo a semi-automated trimming 

process, with human annotators involved to ensure accuracy. 

Subsequently, the images undergo preprocessing to extract 

and align the faces. 

III. DEVELOPMENT PROCESS 

 
                   Figure 1: - Proposed System Architecture 

For Age and Gender Detection is used for age estimation 

which can be seen in image classification and object detection 

fueled by deep learning. From the deep learning concept, we 

learn four key ideas that we apply to our solution: 

• The deeper the neural networks (by a sheer increase of 

parameters/model complexity) the better the capacity to 

model highly non-linear transformations - with some 

optimal depth on current architectures. 

• The larger and more diverse the datasets used for training, 

the better the network learns to generalize and the more 

effective it becomes to over-fitting. 

• The alignment of the object in the input image impacts the 

overall performance. 

• Use When the training dataset is small that is a network 

pre-trained for comparable inputs which will help us from 

the transferred knowledge. 

Our procedure consistently initiates by rotating the input 

image at various angles to identify the face exhibiting the 

highest score. We then align the face using the angle and crop 

it for further steps. This is a simple and effective procedure that 

does not involve facial landmark detection. We use deep VGG-

16 architecture for our Convolutional Neural Network (CNN). 

We start from pre-trained CNNs on the large ImageNet dataset 

to classify images such that it helps us by discriminating 1000 

object categories in images by the representations learned, and 

to obtain a meaningful representation and a smooth and warm 

start for further fine-tuning on relatively smaller face datasets. 

Number Managing the CNN on facial images along with 

age annotations is a very important step for better performance 

as we know the CNN adapts to best fit the particular data 

distribution and perform effective age detection. Because of 

shortage of facial images with apparent age annotations, we go 

for the benefits of adjusting over crawled internet face images. 

We compute 523,050 face images from the IMDb and 

Wikipedia websites to form IMDB-WIKI our new dataset. 

While we address age estimation within the realm of 

regression, we extend our approach by framing age estimation 

as a multi-class classification of age categories, followed by a 

refinement of expected values using SoftMax. 

Our main contributions are as follows: 

1. The UTK Face dataset is the largest dataset with real 

age and gender annotations. 

2. A new regression approach is employed, combining 

deep classification with subsequent refinement of 

expected values. 

3. FER-2013 (Kaggle) dataset for emotion detection. 

 

• The We introduced the IMDB-WIKI dataset for age 

detection, offering a detailed analysis of the projected DEX 

system. We applied the method and reported the results on 

standard age estimation datasets. Additionally, for Emotion 

Detection & Classification, we extensively evaluated and 

tested various pre-processing techniques and model 

architectures. Through our experimentation, we 

successfully developed a custom Convolutional Neural 

Network (CNN) model that achieved an accuracy of 

70.47% on the FER-2013 test set. 

• During pre-processing, we experimented with centered and 

scaled data, discovering that subtracting the mean 

significantly aids in aligning the training distribution across 

all sets before training and evaluation. To further enhance 

our model's robustness, we implemented data augmentation 

techniques such as random rotation, shifting, flipping, 

cropping, and sheering of training images. This approach 

led to approximately a ten percent reduction in 

inaccuracies. 

• We implemented several CNN architectures sourced from 

different papers for emotion detection across various 

datasets. Ultimately, our custom-developed CNN 

architecture yielded the best performance. However, we 

acknowledge that detecting errors in neural networks can 

be challenging. 

• Through our analysis, we observed errors across different 

emotion classes and conducted visual inspections of images 

classified correctly and incorrectly. An early observation 

was our difficulty in accurately classifying certain 

emotions, particularly those reliant on fine details in 

images, such as small facial features or curves. To address 

this, we increased the number of layers and reduced filter 

sizes in our network to enhance its capacity to capture 

intricate details. 

• However, this adjustment led to overfitting issues, which 

we mitigated by implementing dropout, early stopping at 

approximately 100 epochs, and augmenting our training 

set. We noted that we could only effectively learn training 

set noise after achieving approximately 70% accuracy on 
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the development set, as evidenced by the accuracy plot 

during training. 

• Moving forward, we suggest further exploration into 

enabling increased parameterization of the network for 

improved performance.Do not confuse “imply” and “infer”. 

• During real-time classification using OpenCV's Haar 

cascades to detect and extract a face region from a webcam 

video feed, we found that it's optimal neither to subtract the 

training means nor to normalize the pixels within the 

detected face region before classification. 

• In real-time classification, our model demonstrated 

strengths in detecting neutral, happy, surprised, and angry 

emotions. However, illumination emerged as a crucial 

factor influencing the model's performance. This suggests 

that our training set may not accurately represent the 

distribution of emotions under lower brightness conditions 

on the screen. Further investigation into this aspect could 

enhance the robustness of our model. 

 

 

IV. IMPLEMENTATION DETAILS 

A. Dataset Download: We start by acquiring image sets 

from two datasets: UTK Face, which provides gender and age 

labels, and FER-2013. 

B. Label Encoding Function: Once downloaded, we 

encode labels using one-hot encoding. This is necessary 

because Convolutional Neural Networks (CNNs) require 

numeric values for processing. 

C. For Resizing and Pre-processing: Images are resized 

to a standard size of 256x256 pixels and converted to 

grayscale using the Histogram of Oriented Gradients (HOG) 

algorithm. For emotion detection, the Viola-Jones - AdaBoost 

algorithm is employed to extract facial features optimized for 

emotion recognition, reshaping the image to focus solely on 

facial features. 

D. Feature Extraction and Integration: Facial features 

such as eyebrow shape, nose, mouth, and facial contours are 

extracted using the DLIB library in OpenCV. These features, 

along with age, gender, and emotional attributes, are 

integrated for training. 

E. Training and Testing: The CNN model is constructed 

based on the VGG-16 architecture and trained over multiple 

epochs. The loss Gauss function is utilized to filter out 

distorted or irrelevant images. During testing, users input 

images, and the model predicts age, gender, and emotion by 

comparing them with trained images. 

F. Output: Finally, fresh images undergo the same 

feature extraction process, with the extracted features fed into 

the trained ML algorithm to predict the corresponding labels. 

V.        REQUIREMENT ANALYSIS 

A. SOFTWARE: 

Prerequisites are:  

                   • Keras2 (with TensorFlow backend) 

                   • OpenCV 

                   • Python 3.5  

                    (TensorFlow not supported in higher versions) 

                   • Num-Py 

                   • Tensor-Flow 

                   • h5py (for Keras model serialization) 

 

B. HARDWARE: 

Intel core processor with high GPU power & frequency. 

 

C. DATASET: 

                  a. UTK Face – for age and gender. 

                  b. FER-2013 – for emotion detection. 
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