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ABSTRACT 

 Heart Disease or Cardio Vascular Disease (CVD) is the key factor that leads to majority of deaths across the world from 

the past, therefore we require accurate and appropriate treatment as well as diagnosis system, and already lot of machine 

learning techniques is applied on large data sets in medicine field to analyse the data. Many researchers also have been 

using various machine learning algorithms to help doctors and medical practitioners to Diagnose the Heart diseases. This 

paper gives the survey of various classification algorithms like Naive Bayes, Support Vector Machines (SVM), Decision 

Trees (DT), Random Forest (RF) and Logistic Regression (LR) and the execution of the heart data set is depicted using 

Weka tool. 
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I. INTRODUCTION 
 

In our Human Body one of the major organ which is 

responsible for functioning of blood and to all body parts is 

heart, one of the most common disease in India is heart 

attack, if heart stops functioning then the total blood 

circulation system in our body stops which will lead to 

serious health condition it may even cause death. 

 

The following are the types of heart disease that are 

commonly occurring in the world in which Cardio 

Vascular Disease is a class of diseases that involve the 

heart or blood vessels. CVD includes Coronary Artery 

Diseases (CAD) such as angina and myocardial infarction 

also known as heart attack. Coronary Heart disease is the 

other type of heart disease where the usual cause is the 

build-up of plaque. 

 

The following are the symptoms of heart attack 

 

1. Chest pain: The chest pain happens because of the 

blockage in the vessel of coronary part of the 

body 

2. Pain in Arm: The pain usually starts in the chest 

part and slowly it creeps to the arm 

3. Tiredness: The person feels like sweating 

throughout and looks very tired 

4. Lack of Oxygen: level of the oxygen drops causes 

dizziness and out of balance 

5. Bradycardia: in this patient will have a slower 

heart rate of over 50-60 bpm 

6. Hypertension: In this the patient heart rate varies 

from 100-200 bpm and over some times 

 

 

 

 

 

 

 

 

 

 

 

 

The other causes of heart attack are smoking and eating 

habits and obesity etc, in one of the survey it was estimated 

that nearly 17 million people in the world on an average 

are dying because of heart disease.The data set used was 

the e Cleveland heart dataset from the UCI  

Machine Learning Repository as it is widely used by the 

Pattern design community. The dataset consists of 303 

individual clinical reports in which 164 did not have any 

disease. In this dataset there is a total of 97 female patients 

in which 25 people are the affirmative case, also there are 

206 male patients in which 114 are diagnosed with the 

disease [12][13][14][15]. The paper is organised as Section 

II describes the algorithms and technologies used generally 

in analysis and prediction of data, Section III describes the 

Weka tool and Results and Section IV conclusion. 

About the Data set: Cleveland Heart Dataset (UCI machine 

learning) There are 12 attributes we have taken for the 

analysis 

 

➢ Age 

➢ Sex 

➢ Chest pain type(4 values) 

➢ Resting blood Pressure 

➢ Fasting blood sugar > 120 mg/dl 

➢ Maximum heart rate achieved 

➢ Serum cholesterol in mg/dl 

➢ Resting electrocardiographic results ( values 

0,1,2) 

➢ old peak = ST depression induced by exercise 

relative to res
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II. ALGORITHMS AND TECHNOLOGIES USED 

 

A. Naive Bayes 

This algorithm is one the simple and better classification technique to classify the objects correctly, this is based on the 

Bayes theorem this technique uses independent attributes or variables for computation of the data and conclusions it also 

uses the conditional probability feature [16]. Even though if there is any dependency all the attributes will contribute 

independently. 

 

B. Support Vector Machine 

A support vector machine is a popular supervised machine learning algorithm which is used as a classifier and predictor; it 

uses a hyper plane which is used to differentiate classes[14]. A SVM model speaks to the preparation information focuses 

as focuses in the component space, planned so that focuses having a place with discrete classes are isolated by an edge as 

wide as could reasonably be expected. The test information focuses are then planned into that equivalent space and are 

characterized dependent on which side of the edge they fall. 

 

C. Decision Trees: 

Decision tree is a supervised learning algorithm, it is used for classification tasks in which the categorical variables are 

mainly used it divides the main population in to two or more similar sets based on more predictor values in this method the 

entropy is computed for each and every attribute and later the data set is split based on minimum entropy or maximum 

information gain. 

 

The formulas for Entropy and Information gain are given as follows: 

 

 

D. Random Forest: 

This technique is a classification as well as regression oriented technique, as the name suggest it is a combination or 

collection of several decision trees before finalizing an output criteria, This technique main goal is it believes more 

number of trees will cover right decision. For classification it uses a voting system to decide the output and for regression 

it takes mean of all the outputs of each of decision trees it works well with large and high dimensional data. It is also 

classified under ensemble Learning. 
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E. Logistic Regression: 

Logistic regression is a binary regression model which is used for categorical data and even in the case of continuous data 

in statistics logistic regression is used to model the probability of certain class or event existing like well or sick, pass or 

fail etc. we use a sigmoid function to model the data and infer the results in the form of a curve. 

 

 

Ensemble Methods: 

Ensemble Methods are the entities in which multiple models such as classifiers can be combined to solve particular 

classification problems. They improve the performance and will boost the accuracy of data. Examples are Random Forest, 

Ada Boost. 

 

III. WEKA AND RESULTS 
 

Fig1: Pre-processing of Heart Disease Data using Weka 

 
  

Weka open source programming gives devices to information pre-handling, execution of a few Machine Learning   

calculations, and perception devices so you can create AI methods and apply them to true information mining issues. 

Weka (Waikato condition for information examination) is a standard set-up of AI programming written in  Java, made at 

the University of Waikato, New Zealand. 
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Using Weka we can pre-process the data, analyse the data and run the data with the help of various Machine Learning 

algorithms like J48, Naive Bayes classification, and we can use Association analysis even using Aprori and FP growth 

etc. Clustering and many more 
 

Fig 2: Heart Disease Data Result with Naive Bayes Algorithm Using Weka 

    CONCLUSION 

Based on the above study it is evident that most of the 

machine learning algorithms are performing well in 

predicting and diagnosing of cardio vascular or heart 

diseases, may be some algorithms are poor in their results 

in terms of performance and accuracy measures, Random 

Forest and Decision Tree algorithms generally work well 

on the data related to over fitting, whereas algorithms like 

support vector machine and Naive Bayes will work for 

most of the real world problems and on data sets. In 

future we can extend the usage of these algorithms to 

high dimensional data. 
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